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Abstract: Excited states of fluorescent proteins were studied using symmetry-adapted cluster-configuration interac-

tion (SAC-CI) method. Protein-environmental effect on the excitation and fluorescence energies was investigated. In

green fluorescent protein (GFP), the overall protein-environmental effect on the first excitation energy is not signifi-

cant. However, glutamine (Glu) 94 and arginine (Arg96) have the red-shift contribution as reported in a previous

study (Laino et al., Chem Phys 2004, 298, 17). The excited states of GFP active site (GFP-W22-Ser205-Glu222-

Ser65) were also calculated. Such large-scale SAC-CI calculations were performed with an improved code contain-

ing a new algorithm for the perturbation selection. The SAC-CI results indicate that a charge-transfer state locates at

4.19 eV, which could be related to the channel of the photochemistry as indicated in a previous experimental study.

We also studied the excitation and fluorescence energies of blue fluorescent protein, cyan fluorescent protein, and

Y66F. The SAC-CI results are very close to the experimental ones. The protonation state of blue fluorescent protein

was determined. Conformation of cyan fluorescent protein indicated by the present calculation agrees to the experi-

mentally observed structure.

q 2007 Wiley Periodicals, Inc. J Comput Chem 28: 2443–2452, 2007

Key words: fluorescent proteins; GFP; BFP; CFP; Y66F; SAC-CI

Introduction

Green fluorescent protein (GFP) is involved in the jellyfish,

Aequorea Victoria,1–6 and has very efficient emission property.

It is now widely used as an excellent molecular marker in vari-

ous fields of biology.6,7 Recent developments realized variety of

GFP mutants having different fluorescence colors.6–10 Structure

of three representative GFP mutants are shown in Figure 1. Blue

fluorescent protein (BFP) has histidine (imidazole group) instead

of Tyr66 (p-hydroxyphenyl group) of the GFP chromophore.

This replacement shifts the absorption and fluorescent peaks to

the higher-energy region.10 Replacements to tryptophane (indole

group) and to phenylalanin (phenyl group) lead cyan fluorescent

protein (CFP)8 and Y66F,9 respectively. These fluorescent pro-

teins are also used for donor and acceptor in the fluorescence

resonance energy transfer11,12 Therefore, fluorescent proteins

have become one of the key molecules in the field of biomolec-

ular imaging.

Most of the fluorescent proteins were created by genetic

cloning13 and mutation technique.7 The aim of these experiments

is to improve its efficiency (quantum yield and intensity) and

color-variation. Since fluorescence is a transient photochemical

event, contributions from theoretical studies would be very im-

portant to this issue. For the better understanding and the

rational design of the photochemical reaction in the fluorescent

proteins, it is necessary to understand the electronic structure,

spectroscopy, excited-state dynamics, mechanism of the color-

determination, and the role of the protein environment. There

are theoretical studies investigating the spectroscopy of GFP

chromophore model compound.14–21 Regarding the potential sur-

face of the excited state of GFP chromophore, a complete active

space self-consistent field method and second-order perturbation

theory (CASPT2) study showed the two-dimensional potential

surface to explain the fate of the excited state.22 On the protein

environment, there are only a few studies.19,23–26 The emitting

state of GFP I-state was studied by quantum mechanical (QM)

(CASPT2)/molecular mechanics (MM) (CHARMM) approach.23

The protein effect to the absorption spectrum of BFP24 and
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CFP25 were also studied at time-dependent density functional

theory (DFT) level. These studies reported that the protein-envi-

ronmental effect causes small shift in the absorption energy. In

the present study, we also studied the environmental effect on

the absorption and fluorescence energies of GFP, BFP, and

Y66F.

Protein environment may contribute to the photochemistry of

GFP not only as environment but also as the donor in the elec-

tron-transfer. Radiating UV (254 nm, 4.9 eV) or visible (390

nm, 3.2 eV) lights induce photochemical conversion of the GFP

active site.7,27,28 Recently, van Thor et al. revealed the X-ray

structure of GFPUV (phototransformed GFP by irradiating UV

light) and showed that decarboxylation occurs at Glu222 (see

Fig. 1f) during the photo process. A hypothetical mechanism

proposed28 is that the radiation causes charge-transfer (CT) exci-

tation from Glu222 to the GFP chromophore, and the Glu222 is

decarboxylated by Kolbe reaction. However, there is so far nei-

ther experimental nor theoretical evidence for the CT excitation.

To investigate intermolecular CT excited states, we performed

the symmetry-adapted cluster-configuration interaction (SAC-CI)

calculations for the GFP active site including the chromophore,

Water 22, Ser205, Glu222, and Ser65.

Protonation state of the chromophore becomes very impor-

tant, when the excited-state proton transfer occurs. Although X-

ray structure of GFP29,30 and BFP10 was obtained, it is difficult

to determine the protonation state of the chromophore only from

the X-ray results. In the case of GFP, it has reached to a consen-

sus: the A and B forms are neutral and anionic forms, respec-

tively.17,21,31,32 Our previous SAC-CI result also supported these

protonation states.21 In the case of BFP, there are two possibil-

ities as indicated in (c-1) and (c-2) of Figure 1. In this study, we

performed the SAC-CI calculation for these two protonation

states. On the basis of the theoretical-spectroscopic point of

view, we assess the protonation state of the BFP chromophore.

We have already reported a SAC-CI theoretical study on the

excited states of the GFP chromophore in its various protonation

states.21 The SAC-CI excitation and fluorescent energies showed

nice agreement with the experimental data for the GFP chromo-

phore in various protonation states. The present study extends

the previous study. First, the absorption and fluorescence ener-

Figure 1. Computational models. (a–d) Chromophores of GFP and its mutants. (e) Active site model

of BFP for the geometry optimization. (f) Active site model of GFP for the SAC-CI calculations.
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gies of GFP chromophore are calculated by the SAC-CI method,

and the protein-environmental effect is discussed. Next, we

investigated the excited states of the GFP active site, and theo-

retical evidence of the CT from Glu222 to the chromophore has

been obtained. We further extended our study to the GFP

mutants, BFP, CFP, and Y66F, and the electronic structure of

the excited chromophores are explained. In large-scale SAC-CI

calculations, one of the time-consuming steps was the selection

of the two-electron excitation operators. In our recent develop-

ment, we improved the routines for the perturbation selection of

the doubles. The calculation of the GFP active site in the present

study includes 447 active orbitals in the SAC-CI calculation.

The program improvement is briefly described after the compu-

tational details.

Computational Details

Figures 1a–1d show computational models for the chromophores

of the GFP and other three mutants. For GFP, only the neutral

form was focused on. Two protonation states were considered

for BFP [BFP-I (c-1) and BFP-II (c-2)]. Two conformational

isomers were examined for CFP [anti-CFP (d-1) and syn-CFP (d-2)].

We used three types of computational models, Model I, II,

and III. The Model I is the chromophore in the gas phase, and

the structures are shown in Figures 1a–1d. In Model II, only the

chromophore was treated by QM method, but the protein elec-

trostatic effect was included by the point-charge model. Model

III additionally includes the hydrogen-bonding network connect-

ing to the chromophore. As shown in Figure 1f, the chromophore,

Water22, serine (Ser) 205, glutamate (Glu) 222, and Ser65 were

treated by the QM calculation, and the rest of the protein-electro-

static effect was taken into account by the point-charge model.

For the Model I, the molecular geometry was optimized by

DFT with B3LYP33,34 functional for the ground state and CI

Singles for the excited states. The basis sets used were the 6-31

g* sets35,36 for the DFT calculations. The D95(d)37 sets were

used for the CIS calculations. In the Model II, the ground-state

structures were optimized by using DFT (B3LYP). The compu-

tational model used for the optimization was composed of QM

and MM regions. The QM region for BFP case was shown in

Figure 1e. Equivalent QM region was taken for GFP and Y66F.

Total nine amino residues and four water molecules were

included in the QM region, and the rest of the protein environ-

ment was treated by the point-charge model. Positions of the

QM atoms in the backbone and the MM atoms were fixed to the

reference X-ray structure during the energy minimization. A

MM force field, AMBER96,38 was used. For the excited-state

structure of Model II, we used QM(CIS/6-31 g*)/MM(AM-

BER9638) method39 for the energy minimization. The structures

shown in Figures 1a and 1b were used for the QM region, and

the rest of the proteins were treated by the MM force field. Posi-

tions of all the atoms were optimized by the QM/MM method.

The initial structures of the GFP and BFP were taken from Pro-

tein Data Bank (1EMB29,30 for GFP and 1BFP10 for BFP).

Model III was employed only for GFP, and the geometry used

was the same as that in the Model II.

The detail of the SAC-CI method can be found elsewhere in

a previous review.40 The basis sets used for the C, N, and H

atoms were of double-� plus polarization quality.37 To describe

the CT excitation from Glu222 to the chromophores, single p-

type anion functions (� ¼ 0.059)37 were augmented for the

atoms in the GFP chromophore in the SAC-CI calculation for

the GFP active site (Model III). The active space for the SAC-

CI calculation included all the valence orbitals. The 1s orbitals

and their corresponding virtual orbitals were treated as the fro-

zen orbitals. All the single-excitation and selected double-excita-

tion operators were included in the SAC/SAC-CI wave func-

tions. The perturbation-selection method41 was used for selecting

doubles. The energy threshold for the ground and excited states

are 1 � 10�5 and 1 � 10�6 au, respectively. For the calculation

of the GFP active site, we used improved set of the threshold, 5

� 10�6 and 5 � 10�7 au, for the ground and excited states,

respectively. The CI-singles wave functions were used for the

reference states in the perturbation selection.

All calculations were carried out with the development version

of Gaussian03 program system.42 We have improved the computa-

tional algorithm for the perturbation selection of the two-electron

operators (See the next section). This development realized the

large-scale SAC-CI calculation of the GFP active site (Fig. 1f)

having 447 molecular orbitals (MOs) in the active spaces. This de-

velopment has been released via Gaussian03 revision D01.

Improved Algorithm for the Perturbation

Selection of the Double-Excitation Operators

For selecting important double-excitation operators to be

included in the SAC/SAC-CI wave functions, we use the sec-

ond-order perturbation energy as the criteria (perturbation selec-

tion).41 In the case of SAC and SAC-CI SD-R methods, Hartree-

Fock (HF) and CI-Singles (CIS) wave functions are used for the

reference function, respectively.

E
ð2Þ
iajb ¼

jh�ð0Þ
ref jĤj�ab

ij ij2

E
ð0Þ
iajb � E

ð0Þ
ref

(1)

The indices i, j, . . . and a, b, . . . refer to occupied and unoc-

cupied orbitals, respectively. Configuration Fij
ab is included in

the SAC/SAC-CI wave function, if the second-order energy E(2)
iajb

is larger than a given threshold. In large-scale calculations, the

most time-consuming step is the computation of the numerator,

hC(0)
ref |Ĥ|Fij

abi. When the CIS wave function for the singlet state,

hCCIS| ¼ �iaCiahFia|, is used for the reference function, the

explicit expression is as follows.

h�CISjĤj�ab
ij i ¼

X
ia

Ciah�iajĤj�ab
ij i

¼ �2�1=2
X
k

Ckaf2ðikjjbÞ � ðibjjkÞg
"

þ
X
k

Ckbf2ðjkjiaÞ � ðjajikÞg �
X
c

Cicf2ðcajjbÞ � ðcbjjaÞg

�
X
c

Cjcf2ðcbjiaÞ � ðcajibÞg
#

(2)
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Here, we assume that HF orbitals are used, and the occu-

pied–unoccupied block of Fock matrix is zero. With this equa-

tion, number of operation count for the selection is proportional

to O(N5). To reduce the computational effort, we only included

the configuration whose coefficient is larger than 0.01 in the CIS

wave function. This approximation reduces the number of opera-

tion to O(MN3), where M is the number of the configuration

adopted in the reference CIS wave function. Since the coeffi-

cient vector becomes sparse after the cut-off, the matrix multi-

plication between the coefficient vector and molecular integrals

is not straightforward. We adopted a list-driven algorithm. In the

case of the first term of eq. (2), we first count number of the

selected Cka in each index a, Nk(a). Next, we construct the list

of index k for each index a, and the multiplication is performed

for the fixed i, j, a, and b.
In Table1, we show the timing data. The present algorithm is

compared with the previous one adopted in the Gaussian 03 rev.

C02. The system is a chromophore of CFP, C15H15N3O2 (C1-

symmetry). The basis sets of DZP level37 was used, and total

290 active orbitals (51occupied and 239 unoccupied orbitals)

were correlated in the SAC/SAC-CI calculation. The number of

the reference states was eight in the selection. The comparison

shows that the CPU time was remarkably reduced for singlet

and triplet excited states. The present selection algorithm has

been released in the Gaussian03 rev. D01.

Results and Discussion

Excitation and Fluorescent Energies of the GFP

Chromophore

In Table2, SAC-CI results are compared with the experimental

data. For GFP, we focused only on the A form (neutral form).

The anion form has already been discussed in our previous pa-

per.21 The SAC-CI method nicely reproduced the experimental

peak positions of GFP and Y66F. The experimental absorption

and emission originate from the first excited state in all the fluo-

rescent proteins under the study. The nature of the states is one-

electron excitation from the highest-occupied molecular orbital

(HOMO, �) to the lowest-unoccupied molecular orbital (LUMO,

�*) in all the chromophores.

In Figure 2, frontier orbitals of the GFP chromophore are an-

alyzed by the orbital-correlation diagram. MOs of the chromo-

phore are characterized in terms of the phenol (Tyr) and imida-

zolinone (Im) groups. HOMO of GFP is composed of HOMOs

of Tyr and Im units with the anti-bonding interaction, while

LUMO is the bonding combination between next-LUMO

of Tyr and LUMO of Im. The HOMO and LUMO are delocal-

ized over the chromophore. The first excited state is therefore

characterized as local exciton state of GFP chromophore. On the

other hand, the next HOMO and next LUMO of the chromo-

phore are localized within the Tyr unit. This is because these

Tyr MOs have node on the carbon atom which connects to

the Im unit.

Table 1. Timing Data (CPU time) for the Perturbation Selection.

CPU time (HP DS25)

Integral sorting Selection

Singlet ground states

Previous None 3m 25s

Present 1m30s 48s

Singlet excited states

Previous None 1h 53m 10s

Present 1m38s 6m 7s

Triplet states

Previous None 6h 47m 53s

Present 1m37s 11m 48s

Cyan fluorescent protein, C15H15N3O2 (C1-symmetry), with DZP level of

basis sets. The 1s core and corresponding virtual orbitals were frozen.

Total number of active space is 290 (51 occ. & 239 unocc.). Computa-

tion was performed HP DS25 workstation.

Table 2. Excitation and Fluorescent Energies of the Chromophore of GFP and Y66F Mutants.

Fluorescent

protein

Excitation energy (eV) Fluorescence energy (eV)

SAC-CI

Exptl.

SAC-CI

Exptl.

Model I Model II Model III Model I Model II

Chro.b Chro.b þ PCc Active sited þ PCc Chro.b Chro.e þ PCc

GFPa 3.23 3.21 3.27 3.12f 2.70 2.73 2.7f

Y66F 3.33 3.32 3.44f,g 2.86 2.83 2.8f,g

The results are compared among several computational models.
aGreen fluorescent protein in A-form (neutral).
bChoromophore model shown in Figures 1a and 1b.
cPoint charge model.
dActive site model shown in Figure 1f.
eChromophore model shown in Figures 1a and 1b. A water is also included in the quantum mechanical region.
fRef. 7.
gRef. 9.
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Table 2 shows the SAC-CI results obtained with the three

computational models. Model I is the chromophore in the gas

phase, and the computational model is shown in Figures 1a and

1b. In Model II, only the chromophore was treated by QM

method, but the protein-electrostatic effect was taken into

account by the point-charge model. Model III additionally

includes the hydrogen-bonding network connecting to the chro-

mophore. As shown in Figure 1f, GFP chromophore, Water22,

Ser205, Glu222, and Ser65 were treated by quantum-mechanical

calculation, and the rest of the protein-electrostatic effect was

taken into account by the point-charge model.

As seen in Table 2, the protein-environmental effect to the

excitation and fluorescence energies of GFP is �0.02 in Model

II and þ0.04 eV in Model III. The gas phase model (Model I)

gives the excitation and fluorescence energies close to the exper-

imental ones, even though the protein-environmental effect was

not considered.

One of the reasons is that the character of the excited states

is a local excited state without CT character as seen in Figure 2.

Some important HF MOs obtained with the Model III are also

shown in Figure 3. The 103th and 107th orbitals are related to

the transition in the first excited state. These orbitals are clearly

localized on the GFP moiety. Consequently, change in the Mul-

liken atomic charges upon the excitation is small as shown in

Figure 4. Maximum change is �0.09 at the C8 atom, and RMS

of the change is 0.03. As shown in Table 4, the same trend is

also observed in the Model III results. The Tyr unit decreases its

charge by only 0.02, and the bridging methin (��CH��) unit and

the imidazolinone group increases by only 0.10 and 0.02 eV,

respectively.

In Figure 4, we also show the protein-electrostatic potential

at each atomic center. The electrostatic potential on the GFP

chromophore does not show any specific change in the chromo-

phore binding site. The excitation-energy shift caused by the

Figure 2. Orbital correlation diagram of GFP chromophore. MOs of the chromophore are character-

ized in terms of the phenol (Tyr) and imidazolinone (Im) groups. [Color figure can be viewed in the

online issue, which is available at www.interscience.wiley.com.]
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protein effect can be roughly estimated by �(Qex � Qg) � VESP,

where Qex and Qg are atomic charge in the excited and ground

states, respectively. VESP is the protein-electrostatic potential.

With this estimation, the protein-electrostatic effect is blue-shift

of 0.05 eV compared with the gas phase. This value is very

small compared with the retinal proteins in which the excitation

energy shifts about 0.4 eV by the electrostatic environment.43

This difference is basically relevant to the electronic structure of

the excited state. The excited state of retinal Schiff base has CT

character, while that of GFP has a local exciton character.

In a previous study of GFP,19 the effect of the neighboring

residues was studied in detail. In addition to the chromophore,

they included Gln94 and Arg96 in the computational model. In

their result, the Gln94 and Arg96 decrease the excitation energy

of the GFP chromophore by 0.30–0.36 eV in a semiempirical

CAS-CI calculations and by 0.16–0.17 eV in DFT HOMO-

LUMO gap.19 We also evaluated the effect of these residues

using the classical treatment shown above. These residues reduce

the excitation energy by about 0.1 eV, which qualitatively agrees

with the previous analysis.19 This indicates that the rest of the

protein-electrostatic effect increases the excitation energy and

diminishes the red-shift effect of the Gln94 and Arg96.

Excited States of the GFP Active Site

A recent study28 has solved the crystal structure of GFPUV. On

the basis of the structure, a hypothetical mechanism was pro-

posed for the generation of GFPUV: Radiation of UV (254 nm,

4.9eV) or visible (390 nm, 3.2 eV) lights causes CT excitation

from the Glu222 to the chromophore, and this CT excitation

triggers the decarboxylation at Glu222. However, there have

been neither experimental nor theoretical evidence on the exis-

tence of the CT state.

To investigate the existence of the CT excited state, the com-

putational model was extended and included the chromophore,

Glu222, Ser205, Ser65, and one water molecule. These residues

constitute hydrogen-bonding network in this system (see Fig.

1f). The rest of the protein effect was treated by the point-charge

model.

Figure 3 shows MOs that are important in the excited states.

The 97th–99th MOs have amplitude both on Glu222 and the

chromophore. These MOs are composed of � orbital of gluta-

mate, n(lone-pair) orbital of Ser65, and (� þ n)-orbital of imida-

zolinone ring. The 100th orbital is mostly localized on Glu222.

The 101–103(HOMO)-th MOs are �-orbitals of the chromo-

phore, and they are clearly localized within the chromophore

moiety. In the unoccupied orbitals, there are a few low-lying dif-

fuse orbitals. Their characters are regarded as mixed diffuse-�*
and diffuse-�* orbitals. The 107th orbital (LUMO þ 4) has va-

lence �*-character localized within the chromophore. The shapes

of these �-orbitals are almost the same as those obtained in the

gas-phase calculations of the chromophore.

In Table3, we show the results of the SAC-CI calculation for

the low-lying 10 excited states both for singlet and triplet spin

multiplicities. The excitation energy of the 21A state is calcu-

lated to be 3.27 eV. This corresponds well to the experimentally

observed peak position at 3.12 eV, showing that the present cal-

culation have reasonable accuracy.

Based on the SAC-CI result, we point out that the target

states of the experimental radiation have �–�* character within

the chromophore, not the CT excitation from Glu222 to the

chromophore. The radiations of 390 nm (3.2 eV) and 254 nm

Figure 3. Some important molecular orbitals of the GFP active site. Character of the MOs is also

shown herewith. Graphical representation of MOs were carried out with Molden software.
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(4.9 eV) light correspond to 21A (3.27 eV) and 81A (4.85 eV)

states, respectively. The 21A and 81A states are excitations from

HOMO to 107th MO and from 101th MO to 107th MO, respec-

tively. As seen in Figure 3, these MOs are localized within the

chromophore. In Table4, Mulliken population analysis for sev-

eral important excited states is shown. The result also indicates

that the excitations do not significantly affect the electron popu-

lation of the chromophore and Glu222.

However, we found that the 51A state calculated at 4.18 eV

has the CT character. The main configuration is the excitation

from 97th–99th MOs to 107th MO. The population analysis

clearly shows the transfer of around �0.5 charges from Glu222

to the chromophore. There is no other CT state within the sin-

glet states below 5.5 eV in the present SAC-CI calculation. We

also investigated triplet excited states. As shown in Table 3,

there is a triplet CT state, 53A state, calculated at 4.09 eV. The

character is very close to that of the 51A state, indicating that

the 53A state is a triplet counter-part of the 51A state. The

amount of the charge transfer is very similar to the 51A state.

These states would be the possible candidate for the CT state

proposed in the previous experimental study.28

The previous paper28 assumed that the imidazolinone ring of

the chromophore is positively charged in the ground state, which

stabilizes the CT state. However, the ring is just slightly charged

(þ0.04) in the SAC-CI result.

Based on the present result, there is a possibility that the

radiation of 254 nm (4.9 eV) light leads the CT excitation by

through the relaxation process among the excited states. It

might be interesting to examine illumination of 295 nm (4.2

eV) light, to directly generate the CT state (51A state at 4.18

eV), even though the oscillator strength of the state is very

small. On the other hand, the radiation of 390 nm light gives

the 21A state. However, there is no CT state below the 21A

state. If the decarboxylation at Glu222 occurs by the radiation

of 390 nm light, there should be another mechanism that leads

to the decarboxylation. There is also a possibility that the chro-

mophore is excited to the states around 6.4 eV (3.2 � 2) by the

two-photon processes, since GFP has large two-photon absorp-

tion cross section.44,45 In this case, the charge transfer excited

state is able to generate via the relaxation process among the

excited states.

Figure 4. Change in the atomic charge upon transition from the

ground to the first excited state (Qex�Qg). Protein electrostatic poten-

tial on each atomic center is also shown. [Color figure can be viewed

in the online issue, which is available at www.interscience.wiley.com.]

Table 3. Singlet and Triplet Excited States of the Green Fluorescent Protein Active Site.

State

SAC-CI Exptl.

Main configuratiors (C > 0.3) Character Eex (eV)
a Osc. (au)b Eex (eV)

13A �0.89(103 ? 107) Cro � ? Cro �* 1.77 –

21A 0.90(103 ? 107) Cro � ? Cro �* 3.27 0.56 3.12

23A 0.56(101 ? 107)�0.36(103 ? 121) Cro � ? Cro �* 3.71 –

33A 0.79(103 ? 104) Cro � ? Cro Ryd. 3.96 –

31A �0.90(103 ? 104) Cro � ? Cro Ryd. 3.98 4.0�10�3

43A 0.43(103 ? 104)�0.37(103 ? 105)�0.33(102 ? 107)�0.31(103 ? 110) Cro � ? Cro Ryd. 4.05 –

53A 0.61(99 ? 107)þ0.47(98 ? 107)þ0.42(97 ? 107) Cro �, Glu222 ? Cro �* 4.09 –

41A 0.84(103 ? 106)�0.38(103 ? 105) Cro � ? Cro Ryd. 4.11 1.7�10�3

51A �0.61(99 ? 107)�0.47(98 ? 107)�0.42(97 ? 107) Cro �, Glu222 ? Cro �* 4.18 2.7�10�2

63A 0.72(103 ? 106) Cro � ? Cro Ryd. 4.24 –

61A 0.65(103 ? 105)þ0.35(103 ? 106) Cro � ? Cro Ryd. 4.34 1.1�10�2

73A �0.56(103 ? 105)�0.33(101 ? 107)þ0.33(102 ? 110) Cro � ? Cro Ryd. 4.47 –

83A 0.60(103 ? 105)þ0.36(103 ? 106) Cro � ? Cro Ryd. 4.54 –

71A 0.48(103 ? 105)�0.47(103 ? 110)þ0.34(102 ? 107) Cro � ? Cro Ryd. 4.56 1.2�10�2

81A 0.72(101 ? 107)�0.33(103 ? 108) Cro � ? Cro �* 4.85 0.15

91A �0.75(103 ? 108)�0.31(103 ? 109) Cro � ? Cro Ryd. 4.95 6.8�10�3

93A 0.72(102 ? 107)�0.36(103 ? 110) Cro � ? Cro �* 4.96 –

101A 0.84(103 ? 109) Cro � ? Cro Ryd. 5.17 1.0�10�2

103A 0.66(95 ? 107) Cro � ? Cro �* 5.35 –

111A 0.81(102 ? 106) Cro � ? Cro Ryd. 5.58 8.9�10�2

aExcitation energy in eV unit.
bOscillator strength in atomic unit.
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Excitation and Fluorescent Energies of the GFP Mutants,

Y66F, BFP, and CFP

The Y66F mutant has phenyl-group instead of the p-hydroxy-
phenyl-group as shown in Figure 1b. The SAC-CI excitation and

fluorescence energies with the Model I (gas phase) are 3.33 and

2.81 eV, respectively. After including the protein-environmental

effect with the Model II, the results obtained (3.32 eV for exci-

tation and 2.83 eV for fluorescence) were almost the same as

the gas phase ones. This indicates the environmental effect on

the excitation and emission energies is very small in Y66F mu-

tant. These SAC-CI results are very close to the experiment7 as

shown in Table 2.

For BFP, there are two possibilities in the protonation state

of the chromophore as shown in Figure 1c (referred as ‘‘BFP-I’’

and ‘‘BFP-II’’ structures). As shown in Table5, the results for

the BFP-II structure gives better agreement with the experimen-

tal one both in the excitation and fluorescent energies. The

SAC-CI excitation energy with the Model II (in protein) is 3.16

and 3.22 eV for BFP-I and BFP-II structures, respectively. The

excitation energy for BFP-II is closer to the experimental value

of 3.25 eV. The fluorescence energies calculated for BFP-I and

BFP-II are 2.92 and 2.77 eV, respectively, and the BFP-II one is

closer to the experimental one (2.78 eV). In addition, the ground

state of BFP-II structure is energetically more favorable than

that of BFP-I. The SAC and DFT (B3LYP) results with Model I

show that the former is more stable than the latter by 4.6 and

10.9 kcal/mol, respectively.

Figure 5 shows the optimized structure of the BFP-II calcu-

lated by the large-active site cluster model. The BFP chromo-

phore is more or less planer and the imidazolate-group forms

the hydrogen-bonding with the neighboring His 148. On the

other hand, the chromophore become nonplaner in the BFP-I

structure in protein. The present result would be a new proposal

for the protonation state of the BFP chromophore, since the

BFP-I structure seems to be assumed in the previous X-ray

study.10

CFP chromophore substitutes the p-hydroxyphenyl-group in

GFP by the indole-group. There are two conformational isomers

regarding the C��C single bond of the bridging unit. We per-

formed SAC-CI calculations for the two conformers, and the

result was compared to the experimental one. The X-ray study46

showed that the CFP chromophore has anti-conformation.

In the SAC-CI result in the gas phase (Model I), the calcu-

lated excitation energy (2.99 eV) for the anti-conformer is closer

to the experiment (2.84 eV) than that for the syn-conformer

(3.15 eV). The calculated fluorescence energy of the anti-con-

former (2.54 eV) is also closer to the experiment (2.56 eV) than

that of the syn-conformer. We have also compared the ground-

state energy. The anti-CFP is more stable than syn-CFP by 3.3

and 1.3 kcal/mol in the SAC and DFT(B3LYP) methods, respec-

tively. Therefore, all the theoretical results suggested the anti-

Table 5. Excitation and Fluorescent Energies of the GFP, Y66F, BFP,

and YFP Chromophores Calculated by the SAC-CI Method.

Molecule

Excitation energy (eV)

Fluorescence

energy (eV)

SAC-CI

Exptl.

SAC-CI

Exptl.

Model I

Chrob
Model II

ChrobþPCc

Model I

Chrob

GFPa 3.23 3.21 3.12d 2.70 2.70d

Y66F 3.33 3.32 3.44d,e 2.81 2.81d,e

BFP-I 3.41 3.16 2.92

BFP-II 3.11 3.22 3.25d,f 2.77 2.78d,f

syn-CFP 3.15 2.68

anti-CFP 2.99 2.84d,g 2.55 2.56d,g

aGFP chromophore in A-form (neutral).
bChoromophore model shown in Figure 1.
cPoint charge model.
dRef. 7.
eRef. 9.
fRef. 10.
gRef. 8.

Table 4. Mulliken Population Analysis for the Several Important States of the GFP Active Site.

Group

Singlet states Triplet states

X1A (Ground) 21A 51A 81A 13A 53A

Chromophore �0.17 �0.17 �0.66 �0.09 �0.10 �0.67

(Phea) (0.01) (�0.01) (�0.55) (�0.35) (0.06) (�0.54)

(Bridgeb) (�0.25) (�0.15) (0.24) (�0.21) (�0.18) (�0.25)

(Imc) (0.04) (0.06) (0.29) (0.49) (0.05) (�0.04)

(Serd) (0.02) (�0.02) (0.17) (�0.02) (�0.03) (0.16)

Glu222 �0.73 �0.76 �0.23 �0.79 �0.78 �0.21

Ser205 �0.14 �0.25 �0.16 �0.16 �0.16 �0.16

Wat22d 0.04 0.04 0.04 0.04 0.04 0.04

aPhenyl group.
bBridge (��CH��) unit.
cImidazolinone group.
dSer65 unit, namely HO��CH2��CH2�� group.

2450 Hasegawa et al. • Vol. 28, No. 15 • Journal of Computational Chemistry

Journal of Computational Chemistry DOI 10.1002/jcc



conformer in the CFP chromophore, which is in agreement with

the X-ray experimental structure.46

On the C14-N13 Length in the X-ray Structures and its

Relation to the Excitation Energy

Before closing, we mention about the X-ray geometry of the

GFP and BFP chromophores. Comparing the 1BFP structure

with the optimized one, there is a significant deviation in the

C14-N13 bond length (see Figs. 1a–1d): 1.440 Å in 1BFP and

1.303 Å in the optimized structure. The other X-ray structures

are relatively close to the optimized one. For example, the C14-

N13 lengths in 2EMD, 2EMN, and 2EMO structures are 1.320,

1.332, and 1.339 Å, respectively. The longer bond length causes

much smaller excitation energy, since the ground state become

unstable. This is because MOs on the C14-N13 bond in HOMO

and LUMO are bonding and anti-bonding characters, respec-

tively. With the 1BFP structure, the SAC-CI excitation energy

becomes 2.44 eV, which was by about 0.8 eV smaller than that

obtained using the optimized structure. There is the similar prob-

lem in the GFP, and the relationship between structure and opti-

cal properties were already pointed out.19 The bond lengths in

1EMB and 1EMG structures are 1.456 and 1.416 Å, respec-

tively, while those in the optimized structure and the other X-

ray structures are around 1.30–1.34 Å. It is therefore desirable

for the X-ray experiments to refer quantum-mechanically deter-

mined geometry to refine the atomic coordinate.

Conclusion

Excited states of the chromophores in the GFP and its mutants

were studied. The SAC-CI calculations were performed for the

chromophores and the active site of the fluorescent proteins. Ge-

ometry was optimized by the QM/MM models where the rest of

the protein environment (MM region) was treated by the point-

charge model. In order to study the excited states of the active

site of GFP, we introduced an improved algorithm for the per-

turbation selection of the double-excitation operators. This de-

velopment has been released in the Gaussian 03 revision D01.

First, we investigated the protein environmental effect to the

excited state of GFP by using several computational models.

The results show that the protein-electrostatic effect on the exci-

tation energy is �0.02 to þ0.04 eV in total. However, some

neighboring residues have specific contributions. In our analysis,

the Gln94 and Arg96 decrease the excitation energy of the GFP

chromophore, which agrees with the previous analysis.19 Such

environmental effect in GFP is in contrast to the case of retinal

proteins which are used for the visual pigment to recognize red,

green, and blue lights.

On the mechanism for the photoconversion to GFPUV, a hypothe-

sis raised by van Thor et al.28 was examined theoretically by large

scale SAC-CI calculations of the GFP active site. We found a CT

state in singlet and tri plet states at 4.18 and 4.09 eV, respectively.

These CT states might be responsible to the van Thor’s mechanism.

However, the experimental photoillumination was applied to the

local excited states of GFP chromophore. To confirm the hypotheti-

cal mechanism, we therefore propose that illumination of 4.2 eV

light. If the mechanism is correct, this experiment is expected to

increase the quantum yield for generating GFPUV.

The SAC-CI excitation and fluorescence energies show fine

agreement to the experimental values of GFP, Y66F, Blue-FP,

and Cyan-FP. Based on the excitation energy, fluorescence

energy, and total energy, we propose that the protonation state

of the BFP chromophore to be the BFP-II structure. The SAC-

CI spectroscopic results are close to those of anti-CFP structures,

which agrees with the X-ray structure.46

The existing X-ray structures, 1BFP, 1EMB, and 1EMG have

elongated C14-N13 bond in the imidazolinone ring. Using this

geometry, the excitation energy was significantly underesti-

mated. If the structures were optimized by the modern accurate

correlated methods, the bond-length becomes shorter, and the

calculated excitation energy reasonably agrees with the experi-

mental values. It is therefore desirable for the X-ray experiments

to refer quantum-mechanically determined geometry to refine

the atomic coordinate.
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